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A new AI paradigm called federated learning (FL) decentralizes data and enhances privacy by delivering 

education straight to the user's device. However, additional privacy concerns arose during the exchange and 

training of server and client parameters. Integrating FL privacy solutions at the edge level can result in higher 

computational and communication costs, which can compromise learning performance metrics and data value. 

To promote the best trade-offs among FL privateness and different performance-associated application needs, 

including precision, privation, convergency, value, computational protection and connection, this study offers a 

thorough research overview of key techniques and metrics. Reaching stability among privateness and different 

standards of factual-international Federated Learning utilization is the focus of this paper, which also explores 

quantitative methodologies for evaluating privacy in FL. To mitigate server-related risks, decentralized federated 

learning removes the server from the network and uses blockchain technology to compensate for its loss. 

However, this benefit comes at the expense of exposing the system to additional privacy risks. An extensive 

safety study is required in this new paradigm. This survey examines various security mechanisms and addresses 

potential adversaries and dangers in decentralized federated learning. The verifiability and trustworthiness of 

decentralized federated learning are also considered. 

Keywords: Federated learning, privacy, security, blocking, adversarial attack, decentralized learning federation, 

approved federal training. 

 

 

INTRODUCTION 

Since personal data is used so widely, Data analysis and administration have improved thanks to centralized machine 

learning (ML) techniques across a range of sectors, but they have also raised privacy. The General Data Protection Regulation's 

(GDPR) objective is to provide individuals with greater control over their data and to safeguard their right to privacy. Federated 

Learning (FL) ensures privacy and security while offering GDPR-compliant solutions by using edge servers or user models for 

direct ML model training. Because FL enables healthcare organizations to train models with patient data while protecting 

sensitive information, it has attracted interest in the finance, healthcare, and Internet of Things (IoT) industries. 

However, FL faces challenges in communicating model update parameters that can be accessed and analyzed by 

adversaries. This study reviews the most recent FL systems' privacy-preserving methods and examines how they affect 

associated operational needs. Existing research offers limited insight into the dimensions and methods of privacy assessment, 

creating a sizable void in the body of recent work. The study offers a thorough classification of the most modern privacy- 

preserving techniques in FL into four primary groups: hybrids, blocking, interference, and encryption. A detailed analysis of 

the body of current literature revealed that there are no generally accepted metrics or methods for evaluating privacy in FL. 

This work is the first thorough examination of the trade-off between privacy safeguards and operational concerns linked to 

performance in FL systems. 
 

 

Copyright © 2024 by Author/s and Licensed by IJCR. This is an open access article distributed under the terms of the Creative Commons Attribution 4.0 

International License (CC BY 4.0), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. 

 
International Journal of Convergent Research 

Journal homepage: International Journal of Convergent Research 

https://ijcres.in/index.php/ijcr/issue/view/1
mailto:sajjansingh72277@gmail.com
https://orcid.org/0009-0007-1225-9887
https://ijcres.in/


51 
 

LITERATURE REVIEW 

 

Joint learning, often known as federated learning (FL), is an algorithmic method that uses many separate, independent 

sessions, each with its database, to train an algorithm. FL takes care of standardized data sources, access rights, security, and 

privacy of data. Google first presented the local model update as a distributed learning model that was shared between mobile 

devices and a core server. It generates a general machine-learning version using the server by combining these local model 

changes. FL training involves three steps: broadcasting an initial global model, assigning it to selected participants, using local 

data to determine local model parameters from each participant and updating local parameters. 

There are three types of data segmentation in machine learning (FL): vertical, horizontal, and FL. A unique FL 

configuration called horizontal FL is one where individuals working in a certain zone have varying illustrative data. A static 

FL database refers to a configuration that contains the same instances or users but has different characteristics. Instead of 

sharing data, federated transfer learning is utilized to address data gaps. 

Numerous elements, including network connection and pricing status, influence customer decisions in Florida. However, 

this approach has its drawbacks, especially if the client's situation is different, which involves more training time. Numerous 

studies have put forth methods to address this problem, such as the launch of a recently developed Federated Learning procedure 

called FedCS. Improving the effectiveness of ML training, FedCS sets time constraints for users to access, sync, and improve 

Machine Learning versions. 

The summarization algorithm is important in FL because it contributes to the global model's update. Building aggregation 

algorithms in the FL environment may be done in a variety of ways, based on the objectives, which could include protecting 

confidentiality, accelerating confluence, and reducing the risk caused by anomalous updates. 

The FL approach has been popular for developing collaborative models that meet legal specifications regarding user 

privacy. Early scientists and inventors used FL in experimental and practical applications in medical systems, healthcare, and 

in the fight against infectious diseases such as COVID-19, managing Electronic Health Records (EHR), and developing the 

foundations of federated drug discovery. 

 

METHODOLOGY 

 

This paper examines strategies and standards that help achieve the best possible Federated Learning isolation and other 

operational production goals that should be balanced using the systematic literature review (SLR) method. The objective of 

this study is to highlight barriers, open questions, and future directions for FL privacy research. 

The first stage of SLR is defining the research question and three primary RQs are addressed. ACM DL (Digital Library), 

Scopus and IEEE Xplorer were just some of the search engines and databases that were searched as part of the search strategy 

and procedure. Two search strings 𝐴 and 𝐵 are chosen to match the range of RQ. 

The screening phase involves several steps, including removing many papers, reviewing abstracts, applying inclusion and 

exclusion criteria, and examining the remaining publications in their entirety to weed out those that don't relate to any of the 

research questions. Following the completion of the search, the chosen papers were assessed using a quality evaluation system. 

Among the requirements for admission are papers for peer-reviewed research that have been published in books, reviews, SLR 

papers, journals, and proceedings from respectable international conferences. Papers free of privacy mechanisms and ArXiv2 

publications referenced by peer-reviewed articles published in primary sources are additional requirements under the FL 

framework that are not written in English and were one of the exclusion criteria or not available in the FL context, which did 

not address privacy mechanisms. 

A quality assessment scheme is used to evaluate papers, scoring them based on three criteria: QC1(Citation rate): Data 

privacy protection is essential at FL. Techniques like secure multiparty computation and differential privacy were assessed. 

QC2(Methodological contribution): FL requires regular connections between local devices and a central server. Reducing 

communication overhead is essential. Methods such as sparse updating and model compression have been investigated. 

QC3: Providing a logical and comprehensible explanation of the results. Federated Averaging is one of the often-utilized 

techniques (FedAvg) 

algorithm, which determines the weighted average of local model updates. 

wt+1=∑𝐾 
𝑛𝐾

w K 
𝐾=1  𝑛  t 

where the entire number of samples from all clients is represented by the number of samples in the n, while the revised 

global model is denoted by wt+1 and the local model by wt
K. 

The overall quality score varies between 1.00 (lowest) and 5.00 (highest), giving equal weight to each criterion. 
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For each of the chosen publications, a data extraction page was made, containing details like the title, author, number of 

citations, year, location, source, and analysis of the work that addressed the study topic. All authors debate the study topic 

collectively, attempt to come to a consensus when there are unresolved conflicts, and record all data for analysis and synthesis 

in order in order to avoid bias when extracting data. 

RESULTS & DISCUSSIONS 

 

One system called Federated Learning (FL) tries to safeguard consumers' privacy by keeping private data on their gadgets. 

However, potential privacy concerns in FL require the development of privacy protections. This technique can be divided into 

four main categories: Federation Learning with encryption, perturbation-based, blocking, and hybrid privacy-preserves. 

Encryption technologies like homomorphic encryption (HE) and secure multiparty computing (SMPC) are essential to 

maintain data privacy. However, they face challenges such as scalability and computational intensity. Alternative optimization 

methods include ElGamal encryption optional and distributed key generation, which can also be used in fault detection and 

prevention systems. Perturbation-based privacy-preserving techniques Differential Privacy (DP), for example, introduces 

regulated or randomized noise into the update pattern before aggregation, and protection of personal data during training. 

Time-stamped, immutable blocks of data controlled by a distributed computer network are used in a blockchain-based 

privacy method to provide centralized control and transparency. Federated Learning and Blockchain Integration 

represents a significant advance in distributed system security and privacy. In FL, a hybrid privacy protection mechanism 

combines multiple privacy protection mechanisms to provide a powerful privacy protection solution in various applications, 

especially healthcare. 

Privacy assessments in FL are important because of the complexity and privacy concerns. It is imperative to have an all- 

encompassing assessment framework that extends beyond conventional technical standards. In mathematical privacy 

assessment, data privacy is evaluated and guaranteed throughout training through the application of formal measurements and 

mathematical frameworks. Scientists have investigated blockchain, encryption, and hybrid strategies to address these two 

problems. 

Discussion and future direction: 

This study explores the application of financial liquidity (FL) encryption techniques for data security, particularly in 

industries such as healthcare and finance. However, this method suffers from problems such as computational complexity, 

latency, and increased communication. To solve this problem, the model can streamline communication compression and 

computing, while the encryption algorithm and parallel processing for edge devices will speed up the encryption process. 

Hybrid approaches that manage the computational burden, such as combining DP with encryption, increase privacy. 

By introducing noise into the data or model parameters, perturbation-based privacy-preserving algorithms in FL provide 

a systematic increase in privacy without complex encryption. However, noise calibration is important, as too much noise will 

decrease the model's accuracy and jeopardize considerable privacy. Strategies include using GANs, optimizing noise scaling 

using stochastic gradient descent, and generating noise patterns that fit the data distribution. 

In FL, block-based techniques enhance data traceability, transparency and integrity, but can be significantly problematic 

due to persistent ledger synchronization and scalability issues. To mitigate this weakness, lightweight protocols such as 

Blockchain technology and off-chain computing can be adopted. Layer 2 defences and solutions that increase operational 

ability and confidentiality are balanced by secure data obfuscation. 
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Figure 1: Blockchain methods used in different sectors 
 

Source: Author’s Compilation 

Hybrid privacy solutions are increasingly popular because they balance privacy protection with operational performance 

needs. Reviewing the main methods as well as measures for evaluating Federated Learning's privacy reveals the necessity of 

thorough, context-sensitive metrics suitable for different application contexts and data sources. Subsequent research ought to 

provide coordinated and adaptive metrics, explore hybrid privacy techniques, and find metrics that accurately capture the 

compromises made in real-world FL implementations between performance, privacy, and usefulness. 

 
Figure 2: Hybrid Methods used in various sectors 

 

Source: Author’s Compilation 

Establishing a thorough research methodology was one of the accepted parameters for a systematic literature review (SLR) 

that this study adhered to. Validity assessment is important for empirical research, including SLRs. Threats to validity include 

those posed by concept, outcome, internal and external validity. External validity threats include the generalization of causal 

findings to the desired population and setting, and potential biases in study selection. To reduce this, synonyms or alternative 

keywords are added to the search string. Threats to internal validity include poor study design, study selection bias, and selected 

papers that do not meet our study quality standards. The threat of system reliability affects the ability to correctly infer treatment 

results. To mitigate this, two lines of research were created, one more general and the answer to the first RQ, and the other 

more focused. The relationship between the collected data and the conclusion of the analysis is affected by the reliability risk 

of the findings. 
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CONCLUSION 

 

Decentralized machine learning (FL) protects sensitive data on end devices, reducing privacy risks. However, there are 

privacy concerns, especially when training models and exchanging parameters. This article explores recent approaches to 

privacy protection with a focus on balance. It emphasizes how crucial it is to strike the perfect harmony between privacy and 

performance and determines the criteria for assessing resilience against data leaks and potential attacks. For research, research 

and the industry community to address FL and implement measurable privacy protection mechanisms. 
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