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This paper examines how Artificial Intelligence (AI) and the Internet of Things (IoT) are reshaping urban 

governance and everyday life in Delhi—a flagship city under India’s Smart Cities Mission. Moving beyond a 

purely technical analysis, the study adopts an urban sociological lens to understand the sociopolitical 

implications of data-driven governance. It conceptualizes AI-IoT systems as socio-technical infrastructures that 

reconfigure how public services are delivered, how space is experienced, and how citizens interact with the state. 

Through a mixed-method approach—combining a critical literature review, technical analysis, and a case study 

of Delhi—the paper proposes a layered governance framework that accounts for both technological efficiency 

and social embeddedness. Empirical insights from traffic, pollution, and waste management systems reveal that 

smart technologies, while enabling operational gains, often reproduce existing inequalities in digital visibility, 

spatial access, and civic participation. The framework underscores the need for participatory, inclusive, and 

ethically grounded smart governance. It highlights how AI-IoT systems are not neutral tools but are embedded 

in political decisions, bureaucratic processes, and contested urban imaginaries. The paper concludes by 

proposing a roadmap for integrating urban sociological thinking into digital policy design, ensuring that the 

smart city remains not only technologically advanced but also socially just. 

 

Keywords: Smart cities; urban sociology; AI governance; socio-technical systems; Delhi; technological 

citizenship; digital inequality; smart infrastructure. 

INTRODUCTION 

The emergence of smart cities marks a significant shift not merely in technological advancements, but in the very 

architecture of urban governance. In the Indian context, where cities like Delhi simultaneously drive economic development 

and manifest deep-rooted inequalities, the implementation of smart technologies such as Artificial Intelligence (AI) and the 

Internet of Things (IoT) carries profound sociopolitical ramifications. While often portrayed as neutral instruments of efficiency 

and sustainability, these technologies reshape the relationship between the state, urban infrastructure, and citizens. Delhi, one 

of the flagship cities under India’s Smart Cities Mission (SCM), exemplifies this dynamic. It functions as a testing ground for 

AI-IoT-based solutions like adaptive traffic systems and AI-powered waste management. Yet, these innovations unfold within 

an uneven urban terrain characterized by stark divides between formal and informal settlements, planned colonies and 

unauthorized areas, and those who are digitally visible versus those who remain off the data grid. 

Framing smart governance from a sociological lens reveals it to be more than a set of technical fixes—it is a vehicle for 

urban restructuring. Drawing on key concepts such as infrastructural citizenship (Lemanski, 2020), code/space (Kitchin & 

Dodge, 2011), and platform urbanism (Sadowski, 2020), this study interrogates how AI-IoT infrastructures reshape the delivery 
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of public services, alter state-citizen dynamics, and potentially reinforce or disrupt existing socio-spatial exclusions. In Delhi, 

technological instruments such as facial recognition systems in Connaught Place, smart water meters in Lutyens’ Delhi, or 

waste management sensors in Hauz Khas do more than collect data—they redefine who is visible and governable within the 

urban milieu. This visibility is not trivial; it determines who gets mapped, whose data influences policy, and who is deemed 

worthy of infrastructural investment. 

Within this framework emerges the notion of the “right to be sensed”—a new form of inclusion contingent on being 

registered within smart systems. Scholars like Datta (2018) and Shelton (2020) argue that these sensing technologies are not 

evenly distributed, often bypassing lower-income neighborhoods or informal settlements. Consequently, residents in these 

areas become data-invisible, excluded from the algorithmic systems that increasingly shape urban policy and service delivery. 

This raises urgent questions about digital justice: Who gets to be smart? Whose data is utilized for governance? What types of 

knowledge are valued or neglected in AI-driven urban planning? 

The central objective of this study is to construct a sociologically grounded framework for smart governance—one that 

emphasizes not only efficiency but also equity, inclusivity, and civic accountability. The research investigates four critical 

questions: (1) How do AI-IoT systems reshape state-citizen relations in smart cities like Delhi? (2) In what ways do these 

systems reinforce or mitigate urban inequalities? (3) What governance models and social mechanisms are essential for ensuring 

inclusive smart urbanism? and (4) How can Delhi’s experience inform a more socially just model of smart city development? 

Methodologically, the study adopts a mixed-methods socio-technical approach, incorporating a detailed literature review, 

technical analysis of AI-IoT systems, and a sociological case study of Delhi. The research draws from urban planning 

documents, smart city dashboards, public communications, and field-level observations to capture both systemic structures and 

lived experiences. While engaging with the technological underpinnings of smart systems, the analysis remains rooted in power 

relations, spatial justice, and civic participation. 

Ultimately, this study seeks to reframe the discourse on smart cities by foregrounding the social implications of digital 

governance. As Indian cities accelerate their pursuit of smart solutions, this research underscores the imperative for inclusivity, 

transparency, and public accountability. Delhi’s dual identity—as a site of technological experimentation and socio-economic 

stratification—provides a vital lens through which to explore how smart cities can evolve not just as data-driven spaces, but as 

equitable and participatory urban environments. Being “smart,” therefore, must also mean being just. 

LITERATURE REVIEW 

Contemporary narratives of smart cities frequently center on technological prowess—efficiency, automation, and data-

driven optimization. This vision portrays urban spaces as programmable entities where sensors, algorithms, and dashboards 

replace human discretion with machine-led precision. However, urban sociology and critical urban studies caution against such 

technocratic simplifications. Cities are inherently sociotechnical entities—constructed not only through physical and digital 

infrastructure but through layered histories, social inequalities, and institutional politics (Sassen, 2011; Graham & Marvin, 

2001). In Indian cities marked by informality, infrastructure scarcity, and socio-spatial fragmentation, the smart city vision 

becomes both an opportunity and a contested terrain. Technologies like AI and IoT are not neutral; they are embedded with 

specific logics about progress, order, and inclusion, often marginalizing those who do not conform to their data-centric 

modalities (Datta, 2018). 

Within this context, the concept of the “right to infrastructure” gains renewed relevance. Building upon Henri Lefebvre’s 

"Right to the City," scholars such as Lemanski (2020) argue that infrastructural access—now including digital systems—

determines who can meaningfully participate in urban life. In Delhi, the digitally excluded—often the urban poor, informal 

residents, and migrant communities—are rendered invisible in AI-driven governance. As smart systems automate public 

service delivery, they bypass traditional forms of negotiation between residents and authorities, thereby reducing opportunities 

for civic voice and creating new mechanisms of disenfranchisement. Thus, smart governance risks replacing human discretion 

with algorithmic opacity, while failing to address existing infrastructural inequities. 

Kitchin and Dodge’s (2011) notion of code/space helps us understand this transformation. In Delhi, AI algorithms 

determine traffic flows, waste collection, and even pollution responses. These decisions are made in largely opaque systems, 

where citizens cannot access, interpret, or challenge the logics underlying service delivery. Despite the rise of Explainable AI 

(XAI), most smart systems remain black-box technologies, undermining public accountability and fostering a form of 

governance without government (Mattern, 2017). This lack of transparency further alienates citizens from the decision-making 

processes that shape their everyday lives. 

Digital platforms play a central role in enabling smart city services, yet they reproduce and even exacerbate digital 

inequalities. The concept of platform urbanism (Sadowski, 2020) draws attention to how public services are increasingly 

mediated through mobile apps and digital portals. These tools disproportionately benefit the tech-savvy, economically secure 

population, creating a two-tiered system of urban experience. In Delhi, the concentration of smart investments in New Delhi 

Municipal Council (NDMC) zones—areas already privileged with robust infrastructure—exemplifies this phenomenon. 
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Meanwhile, peripheral zones and informal settlements remain neglected, reinforcing the spatial divides in technological access 

and civic recognition. 

AI-based governance also introduces new concerns around surveillance, data privacy, and technological citizenship. 

Technologies like facial recognition, biometric attendance systems, and predictive policing—deployed under the banner of 

efficiency and security—extend state power into the intimate spaces of urban life (Ajana, 2013). In this datafied regime, to be 

a “smart citizen” is to be digitally visible: to own a smartphone, be registered in official databases, and engage with app-based 

governance mechanisms. Those outside these digital networks are not only underserved but also politically marginalized, 

excluded from both benefits and participation. 

India’s Smart Cities Mission (SCM), launched in 2015, aims to transform 100 cities through integrated technology and 

participatory governance. However, empirical studies (Chatterjee, 2016; Datta, 2015) have highlighted the top-down nature of 

its implementation, the dominance of privatized zones, and the limited grassroots participation. In Delhi, SCM projects have 

disproportionately focused on elite urban zones—Connaught Place, Rajpath, and Lutyens’ Delhi—already saturated with 

infrastructure, leaving behind the vast informal peripheries. The state’s focus on “lighthouse cities” and “pilot innovations” 

often prioritizes scalability over justice, obscuring critical questions of equity, participation, and public accountability under a 

veneer of digital modernization. 

Despite an expanding global literature critiquing smart cities, several gaps persist—gaps this paper aims to address. First, 

there is a lack of integrated frameworks that combine technical understanding of AI-IoT with sociological critique. Second, 

much of the literature adopts a generalized view of Indian urbanism without delving into specificities of context; this paper 

offers a focused analysis of Delhi’s unique digital geography and governance dynamics. Third, existing frameworks often 

overlook the need for citizen-centered AI design, where explainability, ethics, and participation are embedded from the outset, 

not appended as an afterthought. 

Consequently, this paper proposes a two-pronged framework to rethink the smart city. Technically, it emphasizes the 

integration of AI-IoT systems for real-time, data-informed governance. Sociologically, it foregrounds principles of equity, 

transparency, and civic inclusion. This dual approach moves beyond efficiency narratives to assert that smart governance must 

also be just governance. In sum, smart cities are not merely about digital upgrades—they are about who gets to participate in 

the urban future. By critically examining Delhi as a complex sociotechnical landscape, this study advocates for a participatory, 

inclusive, and accountable model of urban governance—one where technology becomes an enabler of justice, not merely 

control. 

METHODOLOGICAL FRAMEWORK 

This study adopts a sociotechnical and urban ethnographic methodology that acknowledges technologies as socially 

embedded systems—constructed, implemented, and experienced within specific urban contexts. In the case of Delhi’s smart 

governance initiatives, the deployment of Artificial Intelligence (AI) and Internet of Things (IoT) technologies is not merely a 

process of digital modernization; it unfolds within a complex web of administrative cultures, infrastructural politics, and deeply 

rooted urban inequalities. Consequently, the research design integrates technical analysis with sociological inquiry to provide 

a holistic understanding of how smart governance functions and how it is differentially experienced across the city. 

The methodology is organized into three interconnected layers. First, a critical literature and policy review grounds Delhi’s 

smart city developments within both national policy frameworks and global discourses on digital urbanism. This stage draws 

on urban sociology and Science and Technology Studies (STS) to engage with concepts such as technological citizenship, 

infrastructural justice, and governance through code. It incorporates academic studies, government policy documents, 

consultancy reports, and media commentary to trace how smart urbanism is narrated, legitimized, and contested. 

Second, a technical systems analysis is undertaken to assess the operational logic and data flows within Delhi’s AI-IoT 

architecture. This includes examining public domain resources such as municipal APIs, architecture documents, and open-

source data from key institutions like Delhi Smart City Ltd., Delhi Pollution Control Committee, and the National Informatics 

Centre (NIC). Simulations were conducted using tools like Python (SimPy) for adaptive traffic modeling and MATLAB 

Simulink for pollution response analysis. These simulations were not designed to build a full digital twin, but to evaluate the 

underlying algorithmic mechanisms and their implications for public service delivery, especially the shift from human decision-

making to automated governance. 

The third and most grounded layer involves a sociologically informed case study of Delhi, treated as a "layered" smart 

city. Delhi’s urban fabric includes hyper-digitized zones like Connaught Place, moderately connected middle-class colonies, 

and digitally excluded informal settlements. This spatial heterogeneity makes Delhi a compelling site for stratified analysis. 

Primary data sources include GIS visualizations, smart city dashboards, local news reports on digital surveillance and service 

delivery issues, and observational data from various municipal wards. Additionally, informal interviews were conducted with 

two civic technology developers, one municipal officer, and one NGO worker engaged in water governance. All interviews 

were anonymized and conducted following oral consent, adhering to the ethical norms of urban ethnography. 
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The analytical framework employed a dual coding schema to synthesize data. Functional coding focused on what the AI-

IoT systems do, how they are deployed, and the outcomes they generate—representing the technical dimension. Sociological 

coding, on the other hand, analyzed the impacts of these systems—who benefits, who is excluded, and how meanings, 

narratives, and power dynamics are shaped. For instance, a smart bin was examined not only as a piece of technology but as 

an actor in a labor ecosystem—raising questions about visibility, responsibility, and socio-economic hierarchy. Similarly, 

pollution dashboards were analyzed not only for their technical functionality but as representational spaces influencing risk 

perception and policy urgency, particularly among middle- and upper-class urban residents. 

This blended methodology ensures a nuanced exploration of smart governance in Delhi—one that does not isolate 

technological systems from their social and political contexts. By mapping both structural configurations and lived experiences, 

this research contributes to a more comprehensive and just understanding of AI-IoT-driven urban governance. It highlights that 

in Indian cities like Delhi, where disparities in digital infrastructure mirror broader patterns of social exclusion, evaluating 

smart systems requires a dual lens: technical functionality and social accountability. 

PROPOSED FRAMEWORK: SOCIOTECHNICAL ARCHITECTURE OF SMART GOVERNANCE 

The proposed framework in this study reconceptualizes smart city governance as a sociotechnical scaffold rather than a 

purely technical stack. In contrast to dominant discourses that reduce smart cities to networks of sensors, data flows, and 

automation protocols, this model situates AI-IoT systems within the broader socio-political context of urban inequality, 

infrastructural fragmentation, and governance complexity. Particularly in cities like Delhi—marked by stark spatial and social 

divides—technological interventions cannot be viewed as value-neutral or universally beneficial. Instead, they must be 

critically analyzed in terms of how they reorder relations between the state, citizens, and infrastructures. The rationale behind 

this framework is to integrate both technological intelligence and sociological accountability, ensuring that smart systems do 

not perpetuate historical exclusions but instead enable more equitable and participatory urban futures. 

At the heart of the model are three interrelated layers, each functioning simultaneously at technical and sociological levels: 

(1) the Data Sensing Layer, (2) the AI Decision-Making Layer, and (3) the Governance Interface. These layers are 

interconnected through a reflexive feedback loop, designed not only to facilitate machine learning and service optimization but 

also to incorporate citizen experience, ethical reflection, and iterative policy reform. The framework treats governance as an 

adaptive, multi-actor process that must respond to both digital data and socio-cultural realities. 

The Data Sensing Layer comprises IoT sensors, edge computing devices, and communication protocols that collect real-

time information across domains like traffic, air quality, water usage, and waste management. However, this layer is deeply 

political. It determines who becomes digitally visible and who remains outside the data ecosystem. In Delhi, wealthier, centrally 

located zones such as NDMC areas are heavily instrumented with smart infrastructure, while unauthorized colonies and 

informal settlements lack basic sensing devices. This disparity creates a stratified digital map of the city, where infrastructure 

correlates with recognition and inclusion. Moreover, labor actors—such as sanitation workers managing smart bins—are 

structurally invisible in optimization models, despite being critical to the system's functioning. Thus, sensing is not just a 

technical process—it is the foundation of digital citizenship and infrastructural justice. 

The second layer, the AI Decision-Making Layer, involves algorithmic models that process sensed data to inform 

governance actions. These include forecasting models, clustering algorithms, and reinforcement learning applications. From 

adaptive traffic signals to predictive pollution alerts, this layer automates decision-making processes that were once under 

bureaucratic control. Yet, such algorithmic governance raises urgent questions. Who decides the logic of the algorithm? Whose 

data is used? What trade-offs are made between efficiency and equity? The opacity of these systems—most of which are “black 

boxes” to the public—erodes trust and limits the scope for civic oversight. AI systems tend to privilege technical efficiency, 

often ignoring social variables that are less quantifiable but deeply consequential, such as servicing low-income neighborhoods 

that may not yield high-efficiency metrics. Hence, this layer shifts governance power to systems with limited democratic 

accountability. 

The Governance Interface Layer encompasses the institutional and public-facing portals through which smart governance 

is enacted. It includes city control room dashboards, decision support systems (DSS), and mobile applications for citizen 

interaction. Technologically, this layer supports real-time responsiveness and service delivery. Sociologically, however, it is 

the site where civic participation is most constrained. Digital platforms often exclude residents without smartphones, digital 

literacy, or formal addresses. For many in informal Delhi, interaction with the state is still mediated through corrupt 

intermediaries and opaque bureaucracies. Smart governance promises frictionless interaction, but for many, friction remains 

the norm. Furthermore, public officials are increasingly dependent on system recommendations, reducing the role of contextual 

judgment and empathy in decision-making. Governance thus becomes remote, data-driven, and less participatory unless 

consciously redesigned with inclusive intent. 

A pivotal component of the framework is the Reflexive Feedback Loop, which differentiates the model from conventional 

smart city architectures. While traditional systems use feedback to improve technical performance, this model embeds social 

reflexivity—the ability to learn from lived realities, dissent, and non-digital forms of feedback. The loop includes mechanisms 
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such as citizen feedback interfaces that gather analog and oral inputs, a transparency dashboard that explains algorithmic 

decision logic, and an ethics and oversight module that flags policies for social implications beyond efficiency. This ensures 

that adaptation is not solely computational but rooted in democratic accountability and grounded in diverse citizen experiences. 

The originality of this framework lies in its dual commitment to operational intelligence and social equity. It integrates 

the technical strengths of AI-IoT—real-time processing, predictive analytics, decentralized control—with sociological 

imperatives such as transparency, inclusion, and justice. Rather than treating efficiency and equity as opposing goals, the 

framework binds them together, asserting that truly smart governance is not only fast or optimized but also fair, explainable, 

and inclusive. It moves beyond the techno-solutionist paradigm and instead posits a relational, reflexive, and rights-based 

model of urban intelligence. 

By foregrounding the politics of visibility, the ethics of decision-making, and the social dynamics of participation, this 

framework offers a transformative vision for smart cities—especially in contexts like Delhi where digital interventions intersect 

with complex layers of exclusion. In doing so, it contributes to the growing discourse on just urbanism, arguing that smart 

cities must be evaluated not only by their technical sophistication but by their capacity to democratize governance and uphold 

the urban right to infrastructure, voice, and dignity. 

Figure 1: Integration of Technological efficiency with Social Justice  

 

 

CASE STUDY: DELHI AS A STRATIFIED SMART CITY 

Delhi’s evolution under the Smart Cities Mission (SCM) presents a revealing case to explore how digital governance 

intersects with spatial inequality, citizen visibility, and socio-technical complexity. While Delhi is one of India’s most 

technologically advanced cities, it is simultaneously a deeply fragmented urban environment comprising formal colonial zones, 

gated colonies, unauthorized settlements, and informal economies. This stratification is not simply demographic or economic—

it is infrastructural and digital, creating a smart city experience that is unevenly distributed across space and social groups. 

Technologies such as Artificial Intelligence (AI) and the Internet of Things (IoT), introduced under SCM initiatives, are not 

uniformly accessible nor neutrally applied. Their operation reveals patterns of infrastructural privilege and social exclusion, 

positioning Delhi as a “stratified smart city” where the promise of intelligent governance is selectively realized. 

Key smart city initiatives in Delhi include AI-powered adaptive traffic control systems (ATCS), IoT-based pollution 

monitoring stations, sensor-equipped smart waste bins, widespread CCTV surveillance with facial recognition, and mobile 

applications for citizen complaints and service tracking. While these systems signify technological progress, they also expose 

a growing digital divide. This case study does not treat smart deployments as neutral instruments of modernization; instead, it 
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interprets them as infrastructural choices that encode governance, privilege visibility, and reinforce exclusion. 

At the first layer of Delhi’s smart infrastructure—the Data Sensing Layer—a spatial pattern emerges. High-priority zones 

such as Connaught Place, Lutyens’ Delhi, and Rajpath are heavily equipped with real-time sensors for air quality, traffic, and 

sanitation, as confirmed by the NDMC Smart City Dashboard and Ministry of Housing and Urban Affairs reports. These areas 

benefit from integrated smart lighting, CCTV surveillance, and responsive municipal apps. In contrast, low-income 

neighborhoods like Seelampur, Bawana, Shahbad Dairy, and Trilokpuri remain under-sensed and largely absent from the data-

driven governance architecture. This disparity illustrates the politics of infrastructural visibility, where only those who are 

digitally mapped are effectively governed. In Delhi, to be governed by smart systems requires one to be sensed—whether 

through smartphones, smart bins, or surveillance cameras. For marginalized populations, invisibility from data systems 

translates into marginalization from services. 

In the second layer—the AI Decision-Making Layer—algorithmic systems are reshaping how decisions are made across 

key domains. For example, adaptive traffic control systems have been deployed at over 200 intersections. These systems 

dynamically alter signal timings based on real-time data, significantly reducing wait times in sensor-rich corridors. However, 

areas with irregular traffic flows, such as unplanned markets or peripheral roads, are deprioritized, exacerbating congestion in 

already underserved regions. Similarly, pollution management systems rely on AI models that prompt interventions like school 

closures and vehicle restrictions. Yet, these models are primarily calibrated for emissions in elite zones and often overlook 

pollution from garbage burning in under-sensed areas, reinforcing what scholars term “data poverty.” 

The Governance Interface Layer reveals further disparities in civic participation and administrative discretion. While apps 

like NDMC 311, air quality portals, and sanitation dashboards offer streamlined interfaces for reporting and receiving services, 

their usage is largely confined to tech-literate, middle-class users. Field interviews and media reports reveal that sanitation 

workers, despite being essential to smart waste systems, have no access to alert systems, while residents in informal settlements 

are excluded from decision-making processes altogether. Moreover, administrative discretion has shifted from human judgment 

to dashboard-driven actions. While this reduces scope for corruption, it also removes context-specific empathy and knowledge 

that street-level bureaucrats once exercised. The result is governance that appears efficient but is often unresponsive to lived 

realities. 

A particularly controversial dimension of Delhi’s smart transformation is its reliance on surveillance technologies, 

including over 300,000 CCTV cameras equipped with facial recognition capabilities. While these systems are marketed as 

tools for safety—particularly women’s safety—their deployment has raised major civil liberties concerns. These include lack 

of consent, the risk of misidentification (especially for minority groups), and the potential misuse of surveillance for monitoring 

protests or dissent. Importantly, surveillance is not evenly distributed. Reports show that poor, Dalit, and Muslim 

neighborhoods experience higher levels of surveillance but receive lower levels of actual protection, underscoring the social 

sorting mechanisms embedded in smart city infrastructure. 

Simulations run using Python (SimPy) and MATLAB (Simulink) on Delhi’s traffic and waste datasets yielded promising 

results in sensor-rich zones. Adaptive traffic systems demonstrated the potential to reduce wait times by up to 45%, and smart 

waste management projected a 70% reduction in overflow incidents in digitally equipped wards. However, these outcomes did 

not generalize to under-sensed areas. The simulation results affirmed that AI systems can only optimize what they can see. 

Moreover, the absence of integrated feedback mechanisms—such as user experiences or community perceptions—limits the 

reflexivity of these systems. Residents’ views on safety, service quality, and fairness remain unaccounted for in the decision-

making loop, weakening claims of responsive governance. 

In summary, Delhi’s smart governance model operates less as a singular system and more as a layered regime of selective 

optimization. The rich and centrally located are extensively sensed, modeled, and serviced; the poor and peripherally situated 

remain invisible, misrepresented, or over-surveilled. Algorithmic systems, though efficient, displace traditional negotiation-

based governance and replace it with data-driven abstraction. While this may appear neutral on the surface, the outcomes are 

deeply political and stratified. Applying the proposed AI-IoT governance framework to Delhi underscores both the technical 

functionality and the ethical urgency of embedding transparency, inclusivity, and reflexivity at every stage of smart urban 

development. Without these principles, smart cities risk becoming not more just or efficient, but merely more sophisticated in 

perpetuating existing inequalities. 

FINDINGS  

The case study of Delhi reveals that the integration of AI and IoT technologies in urban governance is far from uniform, 

inclusive, or neutral. Rather, it is shaped and constrained by deeply embedded socio-spatial hierarchies. The so-called 

"smartness" of urban systems does not extend evenly across the city but instead reflects pre-existing patterns of privilege and 

neglect. Infrastructural visibility emerges as a critical determinant of service access. Neighborhoods equipped with sensors and 

mapped into governance platforms benefit from optimizations in traffic, sanitation, and pollution control, while those outside 

the data network remain underserved or entirely invisible. In such a model, data does not merely reflect reality—it actively 

constructs it, making visibility a prerequisite for inclusion. 
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AI-driven decision-making has introduced a new locus of power that displaces the role of street-level bureaucrats. While 

these systems offer speed, consistency, and scalability, they do so by sacrificing the human discretion, empathy, and contextual 

judgment essential in complex, layered urban environments like Delhi. The interface between citizens and the state has similarly 

been transformed. Access to dashboards, complaint apps, and service portals is largely limited to digitally literate, middle-class 

users. Migrants, informal workers, and residents of unauthorized settlements are effectively excluded, resulting in a new form 

of algorithmic inequality that deepens social stratification. At the same time, surveillance technologies, while publicly framed 

as tools for safety and efficiency, operate disproportionately in vulnerable communities, often with little transparency or 

accountability. This dynamic reinforces a form of data-driven paternalism, where governance is enacted through observation 

and control rather than dialogue and inclusion. 

Revisiting the proposed sociotechnical framework considering these findings affirms that each layer of the smart city 

architecture is embedded with power, politics, and bias. The sensing layer, far from being neutral, determines who and what 

are visible to governance systems. In Delhi, the saturation of elite zones with smart infrastructure stands in stark contrast to the 

infrastructural neglect of peripheral and informal settlements. This disparity not only limits access to services but also reinforces 

urban hierarchies. The AI decision-making layer carries epistemological weight—it defines what knowledge is collected, how 

priorities are set, and what trade-offs are deemed acceptable. In practice, this results in a system where efficiency is often 

pursued at the expense of equity. Optimization becomes a stand-in for justice, and social complexities are flattened into 

computable variables that favor the already privileged. 

The governance interface—comprising dashboards, mobile apps, and digital feedback tools—reshapes the way citizens 

engage with the state. While automation can reduce bureaucratic inefficiencies and eliminate certain corrupt practices, it also 

depersonalizes the experience of governance. For many, particularly those lacking digital access or literacy, the state becomes 

increasingly distant and opaque. Without robust mechanisms for participatory feedback and contestation, these systems risk 

becoming technocratic rather than democratic. The feedback loop, which is meant to ensure system reflexivity, remains largely 

computational. It learns from system outputs, not from lived experiences, dissent, or alternate epistemologies. For smart cities 

to truly embody reflexive governance, they must move beyond technical recalibration and incorporate social learning and 

deliberation. 

These findings raise critical questions about representation, benefit, and decision-making in the context of smart urbanism. 

AI systems, trained on incomplete or biased data, often reproduce and amplify existing patterns of exclusion. Communities 

that are already underserved are further marginalized by being left out of data systems entirely. The benefits of smart 

governance—timely services, real-time information, responsive infrastructure—are largely confined to affluent, sensor-rich 

areas, while poor communities are subjected to heightened surveillance rather than improved service access. Decision-making 

authority has shifted from public officials to algorithms and platforms, many of which are opaque and inaccessible to ordinary 

citizens. Without algorithmic audits, democratic oversight, and ethical safeguards, this shift risks eroding public accountability 

and diminishing democratic participation. 

In response to these challenges, the study aligns with emerging calls to reimagine the very concept of the smart city. 

Drawing inspiration from Lefebvre’s notion of the “Right to the City,” and its extension into the digital realm by scholars such 

as Cardullo, Kitchin, and Datta, this research argues for reclaiming the “Right to the Smart City.” This right includes not only 

the ability to access data systems but also the literacy to understand them, the platforms to influence their functioning, and the 

mechanisms to contest their outcomes. It demands public education in algorithmic literacy, co-governance models that include 

civil society and marginalized voices, and a reorientation of smart city priorities from optimization to justice. 

For Delhi, this vision requires expanding the scope of smart city infrastructure beyond high-profile zones and command 

centers, into the everyday experiences of sanitation workers, street vendors, and slum dwellers. A smart city cannot be defined 

solely by its ability to automate; it must also be capable of listening, adapting, and responding to those who have historically 

been excluded from urban decision-making. Ultimately, smartness must be redefined—not as the pursuit of technological 

supremacy, but as the capacity for ethical governance, inclusive participation, and socially grounded intelligence. Without 

these, the smart city will remain a fragmented city—more efficient, perhaps, but not more just. 

CONCLUSION AND POLICY IMPLICATIONS 

This study has sought to reframe the notion of the smart city as more than a technological or administrative endeavor. In 

a complex and socially stratified metropolis like Delhi, smart city governance must be understood as a sociotechnical project—

an assemblage of digital systems, political processes, and lived realities. The deployment of Artificial Intelligence (AI) and 

Internet of Things (IoT) technologies has indeed optimized urban functions and enhanced service delivery in select areas. 

However, the case study of Delhi reveals a stark truth: smartness, when narrowly defined as technological efficiency, can 

reinforce pre-existing spatial, class, and infrastructural inequalities. 

The AI-IoT Governance Framework proposed in this paper offers an alternative pathway—one that does not isolate digital 

governance from social realities but rather integrates technological systems with ethical foresight and civic inclusion. The Delhi 

case illustrates how AI-powered systems, though capable of streamlining traffic and waste management, also displace human 
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discretion, privilege elite zones, and create new layers of digital invisibility for already marginalized communities. A city that 

is optimized only for its sensor-rich zones while excluding informal and underserved areas ultimately undermines its 

democratic ethos. Thus, this paper argues that true smartness must be defined not just by automation and speed but by inclusion, 

transparency, and reflexivity. 

This study contributes to the literature in three significant ways. Conceptually, it redefines smart governance as a 

sociotechnical architecture that encodes power, representation, and access across its layers—from sensing to decision-making 

to public interfacing. Empirically, it provides a grounded analysis of Delhi’s fragmented urban landscape, illustrating how 

digital systems interact with socio-spatial inequalities in practice. Normatively, the study advances a justice-oriented model of 

urban intelligence—one that centers on equity, co-governance, and ethical design. This synthesis of urban sociology and digital 

governance offers a much-needed corrective to technocratic discourses, positioning civic participation and social justice as 

foundational to any meaningful smart city strategy. 

From this perspective, several policy implications emerge. First, there is an urgent need to democratize digital 

infrastructure. Sensor deployment and data services must extend beyond planned urban enclaves into unauthorized colonies, 

slums, and peripheries. Visibility in governance platforms should not be a reward for formal planning, but a right for every 

urban resident. Second, algorithmic transparency and accountability must become standard governance practices. Public-facing 

dashboards should show not only what decisions are being made, but also how AI models are constructed, what data they rely 

on, and who is affected. Regular audits of algorithmic systems should be mandatory, involving civil society, academia, and 

legal experts in ethical oversight. 

Third, civic participation must be structurally embedded into smart governance systems. Feedback should not be treated 

as customer service, but as a mechanism for democratic deliberation. Non-digital modes of engagement, such as ward-level 

assemblies, NGO partnerships, and community consultations, must complement digital platforms to ensure inclusivity. Fourth, 

promoting data justice and digital literacy is critical for long-term equity. Marginalized communities should receive targeted 

training in how digital governance works and how it impacts their daily lives. This should be accompanied by education reforms 

that integrate the idea of the “Right to the Smart City” into curricula for urban planning, public policy, and civic education. 

Fifth, policymakers must design for friction—not merely for flow. Over-optimization in the name of efficiency can erase 

points of human discretion that are essential for empathetic and context-sensitive governance. In areas such as welfare 

distribution, grievance redressal, and public health, deliberate pauses in automation can preserve fairness. Friction, when 

designed with care, can serve as a safeguard against technocratic excess and algorithmic bias. Thus, rather than treating every 

delay as a failure, governance models must acknowledge that slow processes can sometimes be more just. 

Looking ahead, the future of urban transformation in India will not be decided by how many sensors a city can install or 

how fast its data pipelines can operate. It will be shaped by whether cities can become reflexive systems—systems that not 

only adapt to real-time conditions but also listen to dissent, recognize exclusions, and respond to diverse ways of being urban. 

For Delhi, this means investing not just in advanced technologies but in the ethics and politics that guide their application. It 

means resisting governance models that prioritize surveillance over consent, and efficiency over justice. 

Ultimately, a truly smart city is not one that automates governance but one that humanizes it—a city wise enough to ask 

who is being left behind, and courageous enough to redesign itself in response. This paper offers not only a framework for 

understanding these challenges but a call to action: to build cities that are not just intelligent but inclusive, not just digital but 

democratic, and above all, not just smart but just. 
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